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Bounds on convective heat transport in a porous layer heated from below are derived
using the background field variational method (Constantin & Doering 1995a, b, 1996;
Doering & Constantin 1992, 1994, 1996; Nicodemus, Holthaus & Grossmann 1997a)
based on the technique introduced by Hopf (1941). We consider the infinite
Prandtl–Darcy number model in three spatial dimensions, and additionally the finite
Prandtl–Darcy number equations in two spatial dimensions, relevant for the related
Hele-Shaw problem. The background field method is interpreted as a rigorous
implementation of heuristic marginal stability concepts producing rigorous limits on
the time-averaged convective heat transport, i.e. the Nusselt number Nu, as a function
of the Rayleigh number Ra. The best upper bound derived here, although not
uniformly optimal, matches the exact value of Nu up to and immediately above the
onset of convection with asymptotic behaviour, Nu% *

#&'
Ra as RaU¢, exhibiting the

Howard–Malkus–Kolmogorov–Spiegel scaling anticipated by classical scaling and
marginally stable boundary layer arguments. The relationship between these results
and previous works of the same title (Busse & Joseph 1972; Gupta & Joseph 1973) is
discussed.

1. Introduction

One approach to the problem of fluid turbulence is to explore the bounds imposed
by the equations of motion on physical quantities. Although rigorous bounds
necessarily apply to all solutions, laminar or turbulent, they provide limits within
which the predictions of quantitative approximate theories and numerical simulations
must lie. From a practical scientific point of view, experimental violation of such
bounds would signal invalidity of the model. And often the derivation of a priori
bounds is an early step in the analysis of existence, uniqueness and regularity of
solutions of partial differential equations. But while estimates corresponding to
physical quantities may be sufficient for some technical mathematical purpose, they are
often neither explicit enough nor precise enough for quantitative comparison with real
data.

Hydrodynamic stability theory, in various guises, plays a number of roles in
theoretical fluid dynamics. Linearized stability theory can predict the presence of
instabilities while nonlinear energy stability theory can predict their absence. Weakly
nonlinear stability theory produces asymptotic approximations to solutions near
bifurcations, and heuristic marginal stability arguments are invoked for boundary
layer modelling. It is not altogether obvious, however, how stability concepts might be
utilized in the derivation of bounds on flow quantities.

In this paper we study a model of convection in a fluid-saturated porous layer which
allows a rigorous and precise calculation of heat transport bounds, valid for
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‘ turbulent ’ as well as laminar convection states, that compare remarkably well with
experiment. For the infinite Prandtl–Darcy number problem in two or three spatial
dimensions and additionally the arbitrary Prandtl–Darcy number problem in two
dimensions, we will derive an upper bound on the Nusselt number (Nu) as a function
of the Rayleigh number (Ra) that both (i) exactly captures the bifurcation at onset, and
(ii) displays the observed ‘turbulent ’ scaling NuCRa as RaU¢. Moreover, the upper
bound analysis in this paper may be naturally interpreted as a rigorous mathematical
implementation of heuristic marginal stability ideas. Our aim is to demonstrate the
mathematical techniques as well as exhibit the connection with hydrodynamic stability
theory.

A previous approach to upper bounds for turbulent convection was initiated by
Howard (1963) with his formulation of a variational principle for statistically
stationary flows (Howard 1972). This theory was developed by Busse and collaborators
(Busse 1978) and it was applied to porous-medium convection problems by Busse &
Joseph (1972) and Gupta & Joseph (1973). In this paper we utilize the ‘background
field’ method that has its foundation in a mathematical device introduced by Hopf
(1941). Hopf’s approach produces estimates of long time averages of bulk transport
without statistical hypotheses. It has recently been applied to incompressible turbulence
in the Navier–Stokes equations (Doering & Constantin 1992, 1994; Constantin &
Doering 1995a ; Kerswell 1996; Wang 1997) and Boussinesq convection in a fluid layer
(Doering & Constantin 1996; Constantin & Doering 1996; Doering & Hyman 1997).
When applied to problems with sufficient geometric symmetry that Howard’s statistical
stationarity hypotheses may be exploited, these two approaches share a closely related
mathematical structure (Kerswell 1998).

For the porous-medium convection models considered here, the best bounds derived
in this paper coincide with a single-wavenumber formula for the arbitrary
Prandtl–Darcy number problem derived by Busse & Joseph (1972). Busse & Joseph
determined that that formula produced an upper bound for arbitrary Prandtl–Darcy
number in a limited range of Rayleigh numbers (Ra% 113), but here we find that the
formula is in fact applicable for all Ra for the infinite Prandtl–Darcy number problem
in two or three spatial dimensions and for the arbitrary Prandtl–Darcy number
problem in two dimensions.

The rest of this paper is organized as follows. We present the equations of motion,
physical set-up and definitions that form the basis of the analysis along with brief
phenomenological descriptions of the solutions in §2. In §3 we review fundamental
stability concepts for stationary solutions along with a heuristic marginal stability
argument and its predictions for high-Ra (ostensibly) turbulent convection. A rigorous
implementation of the marginal stability argument via the background field method is
developed in §4, where we derive a variational formulation of upper bounds on the heat
transport. We construct appropriately constrained test background profiles in §5 to
produce explicit bounds on Nu as a function of Ra. We discuss the structure of the
variational problem and of the optimal background profiles in §6. The constraints for
the minimization problem are strengthened in §7 to allow for optimization in the
modified variational problem, improving the estimates derived in §5 (although still
leaving room for further improvement). In §8 we show that the results of §7 apply as
well to the arbitrary Prandtl–Darcy number system in two dimensions, and in the
concluding §9 we compare the best bounds obtained here with experimental data.
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2. Model equations, definitions and phenomenology

The flow of fluid through a porous medium is a complex and not thoroughly
understood phenomenon (Nield & Bejan 1992). In this paper we study what is perhaps
the simplest description of thermal convection in a porous layer, a temperature
advection–diffusion equation coupled to a divergence-free velocity vector field obeying
Darcy’s law via a buoyancy force proportional to the local temperature.

2.1. Model equations

Consider a layer of fluid-saturated porous material confined between horizontal planes
located at z¯ 0 and z¯ h with fixed temperatures T

hot
and T

cold
imposed on the bottom

and top planes respectively. We begin with the Darcy–Oberbeck–Boussinesq equations
(Lapwood 1948) for the evolution of the temperature field T(x, t), the Darcy seepage
velocity u(x, t), and the pressure field p(x, t) :

T
t
­u[¡T¯ κ∆T (2.1)

and

u
t
­u[¡u­

ν

K
u­¡p¯ e

$
gα(T®T

!
) (2.2)

with
¡[u¯ 0, u¯ u

"
e
"
­u

#
e
#
­u

$
e
$
. (2.3)

The vertical boundary conditions are

T¯T
hot

, u
$
¯ 0 at z¯ 0 (2.4a)

and
T¯T

cold
, u

$
¯ 0 at z¯ h. (2.4b)

In the above, κ is the thermal conduction coefficient of the fluid-medium mixture, ν is
the fluid viscosity, K is the Darcy permeability coefficient, g is the acceleration due to
gravity in the ®e

$
direction, α is the coefficient of thermal expansion, and T

!
is a

reference temperature. These equations – in particular the linear velocity damping
term with effective friction coefficient ν}K – are relevant for flows that are laminar
within the material pores, as expected when length scales in the flow field are much
greater than the porous-material microscale. For technical convenience we will
consider a layer of extent L

x
and L

y
in the x- and y-directions with periodic boundary

conditions on all variables in those directions, although many of our conclusions
would also apply to impermeable insulating sidewall conditions or a horizontal layer
of infinite extent.

To obtain a dimensionless description of the problem we measure lengths in units of
the layer thickness h, time in units of the thermal diffusion time scale h#}κ, and the
temperature shifted by T

!
in units of (T

hot
®T

cold
). Then the equations of motion

become
T
t
­u[¡T¯∆T (2.5)

and
B(u

t
­u[¡u)­u­¡p¯ e

$
RaT (2.6)

with
¡[u¯ 0 u¯ ue

"
­�e

#
­we

$
. (2.7)

The vertical boundary conditions, as illustrated in figure 1 are

T¯ 1, e
$
[u¯w¯ 0 at z¯ 0 (2.8a)
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F 1. The geometry of the set-up and the boundary conditions.
Periodic sidewall conditions are imposed.

and
T¯ 0, e

$
[u¯w¯ 0 at z¯ 1. (2.8b)

The remaining parameters, besides the dimensionless horizontal scales Λ
x
¯L

x
}h and

Λ
y
¯L

y
}h of the layer, are the Rayleigh number

Ra¯
gα(T

hot
®T

cold
)Kh

νκ
, (2.9)

and the Prandtl–Darcy number B−" defined by

B−"¯
νh#

κK
. (2.10)

In many cases (Elder 1967; Burreta 1972) the porous-medium microscale CK "/# is
small enough relative to the gap height h, and the viscosity ν is large enough relative
to the thermal diffusion coefficient κ, that the infinite Prandtl–Darcy number limit
(B¯ 0) of the equations is an appropriate model. Hence for the three-dimensional
analysis we will restrict attention to the infinite Prandtl–Darcy number limit of the
equations:

T
t
­u[¡T¯∆T (2.11)

and
u­¡p¯ e

$
RaT (2.12)

with
¡[u¯ 0, u¯ ue

"
­�e

#
­we

$
. (2.13)

The two-dimensional (�¯ 0, ¥
y
¯ 0) version of the finite Prandtl–Darcy number

equations (2.11)–(2.13) is relevant to model Hele-Shaw flow of a viscous fluid between
closely spaced no-slip plates parallel to the (x, z)-plane (Koster & Mu$ ller 1982). In that
case the effective Darcy permeability coefficient is K¯ d #}12 where d is the spacing
between the plates. We will also consider the finite Prandtl–Darcy number problem in
two dimensions in this paper.

The dynamical problem is completed by specifying initial conditions in the form of
the temperature T

!
(x) and, in the case B1 0, the velocity field u

!
(x), which without loss

of physical relevance we may presume to be smooth. For the infinite Prandtl–Darcy
number model in equations (2.11)–(2.13), the pressure field is constructed at each
instant of time by solving a Poisson equation for p with Neumann boundary conditions
at z¯ 0 and z¯ 1 and periodic conditions in the horizontal directions. For the
arbitrary Prandtl–Darcy number equations (2.5)–(2.7) in two dimensions, the
pressure may be eliminated altogether by going to a stream function representation.



Bounds for heat transport in a porous layer 267

We reiterate that the models under consideration here are not expected to remain
valid for any particular ‘real ’ system for arbitrarily large values of Ra. The models
break down when length scales in the flows become smaller than the microscaleCK "/#

(or the gap spacing d in the case of Hele-Shaw flow) which ultimately they must
become. Darcy’s law is not valid in such situations and instead something like
Forscheimer’s ‘quadratic drag law’ (Nield & Bejan 1992), in which the square of the
local speed is proportional to the local force, should be used. In this paper we do not
consider such regimes; what we mean by ‘turbulent convection’ in the context of the
models at hand is the absence of spatial and temporal coherence in the solutions, which
may occur without violating the conditions necessary for the models’ validity or in
direct numerical simulations. These limitations on the physical applicability of the
model are clearly illustrated by the experimental data collected by Lister (1990), which
will be discussed further in the concluding §9.

2.2. Heat transport: definitions and identities

The central goal of theories of convection is to predict the heat transport as a function
of the system parameters. The heat flux vector field (modulo a factor of the specific
heat) is identified by writing the heat equation in conservation form T

t
­¡[J¯ 0, so

J¯uT®κ¡T. (2.14)

In the absence of convection heat is transported by conduction. The corresponding
exact stationary solution of the basic equations (2.1)–(2.4) is the pure conduction
solution

u
cond

¯ 0, (2.15a)

T
cond

¯T
hot

®
z

h
(T

hot
®T

cold
), (2.15b)

p
cond

¯ gαz(Thot
®T

!
®

z

2h
(T
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®T

cold
)* . (2.15c)

In the pure conduction state the current is vertical and proportional to the temperature
drop across the layer,

J
cond

¯ e
$
κ

T
hot

®T
cold

h
. (2.16)

The dimensionless heat transport is given by the Nusselt number Nu, usually defined
as the ratio of the long-time and spatially averaged vertical heat flux to its pure
conduction value:

Nu¯
1

e
$
[J

cond
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tU¢

1

t &
t

!
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1
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L

y
h&dxdydz (u$

(x, s)T(x, s)®κ
¥T
¥z

(x, s)* . (2.17)

In terms of the dimensionless variables in equations (2.5)–(2.7) or (2.11)–(2.13), the
Nusselt number is then simply

Nu¯ lim
tU¢

1

t &
t

!

ds
1

Λ
x
Λ

y

&dxdydz (w(x, s)T(x, s)®
¥T
¥z

(x, s)* . (2.18)

The Nusselt number as defined above depends in general on the particular initial
conditions; it need not be unique for a specific value of Ra on a given domain.
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Moreover, this definition of the Nusselt number only makes sense when the long-time
average exists. The existence of infinite time averages is tacitly assumed in many
analyses, but it is one assumption that our approach to upper bounds avoids. Indeed,
the analysis in this paper produces upper bounds on the largest possible Nusselt
number (for which we shall use the same symbol) for a given domain and specific Ra
value. That is, we define

Nu¯ sup
T!,

u
!

lim sup
tU¢

1

t &
t

!

ds
1

Λ
x
Λ

y

&dxdydz (w(x, s)T(x, s)®
¥T
¥z

(x, s)* (2.19)

which, under our assumptions on the initial data, always exists and is unique for a
given geometry and Rayleigh number (Ly & Titi 1996). In the following analysis we
will only use the fact that the long-time average of the time derivative of a uniformly
bounded function vanishes:

0¯ lim
tU¢

1

t &
t

!

f «(s) ds when sup
t"!

rf(t)r!¢. (2.20)

From these considerations, there are a number of identities which may be derived from
the equations of motion and the boundary conditions.

First and most directly, the boundary conditions and the incompressibility condition
imply

Nu¯ 1­sup
T!,

u
!
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tU¢

1

t &
t

!

ds
1
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x
Λ

y

&dxdydz²w(x, s) [T(x, s)®f(z)]´ (2.21)

for arbitrary functions f(z).
Secondly, consider the derivative with respect to z of a finite-time average of the

horizontally integrated heat flux:
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For reasonable initial data this last expression vanishes as tU¢ because T remains
uniformly bounded (a fact which may be shown to follow from the equations of
motion) so this shows that the long-time-averaged heat flux is the same through each
horizontal layer. For example, because e

$
[J(x, y, 0, t)¯®(¥T}¥z) (x, y, 0, t),

lim sup
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1

t &
t
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ds& e
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Hence Nu is the largest possible long-time average of the horizontally averaged heat
flux at any vertical level according to

Nu¯ sup
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u
!
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tU¢

1
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ds
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Finally, then, multiplying the heat equation (2.5) or (2.11) by T and integrating over
the entire volume utilizing the boundary conditions we see that

Nu¯ sup
T!,

u
!

lim sup
tU¢

1

t &
t

!

ds
1

Λ
x
Λ

y

&dxdydz r¡T r#. (2.25)

The goal of theory and analysis is to estimate the functional relation Nu(Ra).

2.3. Phenomenology

A generic summary of the model’s behaviour (Kimura, Schubert & Straus 1986, 1989;
Graham & Steen 1994) is sketched in figure 2. For low values of Ra, below a critical
value Ra

c
& 4π#, the pure conduction state is the unique long-time system

configuration. In that state the fluid remains at rest in the bulk, there is a linear
temperature profile across the layer, and Nu¯ 1.

The conduction state is unstable for Ra"Ra
c
where convection sets in. At the onset

of convection the velocity field forms stationary convection rolls, the (horizontally
averaged) temperature profile across the layer deviates from the linear conduction
profile, and the Nusselt number bifurcates away its conduction value of 1. Quantitative
details of this behaviour depend on details of the experiment, i.e. the system aspect
ratio and the degree of uniformity and homogeneity of the porous medium (Shattuck
et al. 1995, 1997), but we restrict attention to the ideal case as described above. As the
Rayleigh number is further increased, with details depending on the particulars of the
domain shape and sidewall conditions, the rolls eventually lose stability and oscillatory
and chaotic states may be realized.

For values of Ra far above the transition and presumably into the RaU¢
asymptotic regime, spatial coherence of the flow patterns is lost and a ‘turbulent ’ state
ensues. The temperature profile establishes a boundary layer structure, and the
dominant mode of heat transport is hot (cold) thermal plumes or blobs released from
thin thermal boundary layers at the bottom (top) of the domain. In this regime,
‘Howard–Malkus–Kolmogorov–Spiegel ’ scaling NuCRa is observed in experiments
(Elder 1967) and numerical simulations (Graham & Steen 1994). This relation is not
improperly referred to as turbulent Kolmogorov–Spiegel scaling because it implies that
the macroscopic heat transport is independent (Spiegel 1971) of the microscopic
transport coefficient κ :

NuCRa3 lim sup
tU¢

1

t &
t

!

ds& e
$
[J(x, y, [, s) dxdyCΛ

x
Λ

y

gα(T
hot

®T
cold

)#K

ν
.

(2.26)

This is in direct analogy to Kolmogorov’s scaling theory for incompressible fluid
turbulence wherein the rate of macroscopic energy dissipation becomes independent of
the microscopic dissipation coefficient, in that case the viscosity. (Note that the heat
transport is also independent of the layer thickness h in this situation.) It is also not
improperly referred to as Howard–Malkus scaling because it follows from the
marginally stable boundary layer hypothesis put forth by Malkus (1954) and quantified
by Howard (1964) in the context of convection in a fluid layer. That heuristic scaling
argument will be recalled in the next section.

3. Stability, instability and a marginal stability argument

There are several notions of stability, as well as several applications of these notions,
that will enter our analysis of heat transport bounds. In this section we briefly review
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F 2. Qualitative sketch illustrating the regimes of convection in a porous layer. (a) Below onset
there is no flow and a linear temperature profile across the layer. (b) Immediately above onset, steady
rolls appear and the heat flux increases (Nu" 1). The rolls may destabilize, oscillate, and eventually
break up. (c) High-Ra ‘ turbulent ’ convection is characterized by thin thermal boundary layers
shedding plumes which are transported across the layer by buoyancy forces. (The overbar on T
indicates a horizontal and long-time average.)

the applications of linear stability theory, nonlinear energy stability theory, and weakly
nonlinear stability theory. Then we recall the heuristic marginal stability argument
presumed relevant for the turbulent convection situation and its prediction of
Howard–Malkus–Kolmogorov–Spiegel scaling, NuCRa.

3.1. Linear stability theory

Linearized stability theory (Chandrasekhar 1963) is capable of providing a sufficient
condition for instability. Let τ(x) be a stationary temperature field and U(x) and P(x)
be the corresponding velocity and pressure fields satisfying

U[¡τ¯∆τ, (3.1)

U­¡P¯ e
$
Raτ, (3.2)

and
¡[U¯ 0, (3.3)

along with the physical boundary conditions. Infinitesimal perturbations of the
temperature, velocity and pressure fields, θ(x, t), u(x, t) and p(x, t), evolve according to
the linearized equations,

θ
t
­U[¡θ­u[¡τ¯∆θ, (3.4)

u­¡p¯ e
$
Raθ, (3.5)

and
¡[u¯ 0, (3.6)

along with homogeneous versions of the boundary conditions.
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Presuming an e−λt time dependence for θ, u, and p, linear stability is rewritten as a
spectral problem for the eigenvalues λ and the eigenfunctions θλ(x), uλ(x), and pλ(x)
satisfying

®λθλ­U[¡θλ­uλ[¡τ¯∆θλ, (3.7)

uλ­¡pλ ¯ e
$
Raθλ, (3.8)

and
¡[uλ ¯ 0. (3.9)

Infinitesimal perturbations grow exponentially if the real part of any eigenvalue is
negative. Thus linear stability theory may be summarized, in the context of equations
(3.7)–(3.9), as the statement

dλ ¢Re²λ´! 03 instability. (3.10)

The application to the pure conduction solution is elementary: for τ¯ 1®z, U¯ 0
and P¯Ra(z®"

#
z#), the eigenvalue problem reduces to

λθλ,k#
(z)¯ (®D#­k#) θλ,k#

(z)®wλ,k#
(z) (3.11)

and
0¯ (®D#­k#)wλ,k#

(z)®Rak#θλ,k#
(z) (3.12)

with homogeneous Dirichlet boundary conditions at z¯ 0 and 1, and where k#¯ rkr#
is the square of the magnitude of the horizontal wavenumber k. Here and henceforth,
the symbol D stands for d}dz. The solutions are

θλ,k#
¯A sin nπz, wλ,k#

¯
Rak#

n#π#­k#

A sin nπz, (3.13)

and the eigenvalues are

λ
n,k

#
¯ n#π#­k#®

Rak#

n#π#­k#

. (3.14)

The lowest eigenvalues occur at n¯ 1, and the critical wavenumber above which the
mode of the horizontal wavenumber k is unstable is

Ra
c
(k#)¯

(π#­k#)#

k#

. (3.15)

The critical Rayleigh number has the minimum value

Ra
c
¯ 4π# (3.16)

at k
c
¯π, corresponding to square convection rolls with aspect ratio 1.

3.2. Nonlinear energy stability theory

Nonlinear energy stability theory (Joseph 1976) produces a sufficient condition for
stability to perturbations of arbitrary amplitude. Consider a stationary solution τ(x),
U(x) and P(x) to the system

U[¡τ¯∆τ, (3.17)

U­¡P¯ e
$
Ra τ, (3.18)

and
¡[U¯ 0, (3.19)
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along with the physical boundary conditions. Arbitrary-amplitude perturbations
θ(x, t), u(x, t) and p(x, t) evolve according to

θ
t
­u[¡θ­U[¡θ­u[¡τ¯∆θ, (3.20)

u­¡p¯ e
$
Ra θ, (3.21)

and
¡[u¯ 0, (3.22)

along with homogeneous versions of the boundary conditions. Multiplying equation
(3.20) by θ and integrating over the volume, we find an evolution equation for the
mean-square perturbation:

d

dt

1

2& θ(x, t)#dxdydz¯®& ²r¡θr#­θu[¡τ´dxdydz3®Hτ²θ([, t)´, (3.23)

where, noting that u is a linear (albeit non-local) function of θ defined via equations
(3.21) and (3.22), we identify the quadratic form Hτ which depends parametrically on
the temperature field τ(x).

The key observation is that if the temperature field τ happens to be such that the
quadratic form Hτ is positive, then the perturbations decay monotonically in time. In
fact in this case the L

#
norm of an arbitrary-amplitude perturbation decays

exponentially in time at minimal rate

λ¯ inf
Hτ²θ´

! θ(x, t)#dxdydz
, (3.24)

where the infimum is over all square-integrable test functions θ(x) satisfying the
(homogeneous) boundary conditions.

The minimum decay rate λ is the solutions of the variational problem in equation
(3.24) which may be recast as a spectral problem. Utilizing standard calculus of
variations for this constrained optimization problem implies that the minimizing θ
satisfies the Euler–Lagrange equations

λθ¯®∆θ­"

#
(u[¡τ®e

$
[�), (3.25)

¡[u¯ 0, (3.26)

u­¡p¯Ra e
$
θ, (3.27)

¡[�¯ 0, (3.28)

�­¡q¯®Ra θ¡τ, (3.29)

where u and p are the velocity and pressure fields associated to θ, while � and q are the
Lagrange multipliers introduced to enforce the constraints embodied in equations
(3.26) and (3.27). The velocity field � satisfies the same boundary conditions as u, i.e.
e
$
[�¯ 0 at z¯ 0 and z¯ 1, and λ is the smallest real number such that the solution

may be normalized according to

1¯& θ#dxdydz. (3.30)

As long as the spectrum of the self-adjoint eigenvalue problem in equations
(3.25)–(3.29) is non-negative, arbitrary-amplitude perturbations of the stationary
solution decay exponentially in time, indicating absolute stability of the base solution.
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This nonlinear energy stability theory may be summarized, in the context of equations
(3.25)–(3.30), by the statement

Re²λ´" 0cλ3 stability. (3.31)

Application to the pure conduction solution is particularly straightforward, for
when τ¯ 1®z the equations for � and q become identical to those for u and p.
Combined with the same boundary conditions, then, �¯u so the problem reduces to

λθλ,k#
(z)¯ (®D#­k#) θλ,k#

(z)®wλ,k#
(z) (3.32)

and
0¯ (®D#­k#)wλ,k#

(z)®Rak# θλ,k#
(z) (3.33)

with homogeneous Dirichlet boundary conditions at z¯ 0 and 1, and where k# is the
square of the horizontal wavenumber. This is precisely the same as the linearized
stability problem, so the critical Rayleigh number below which the pure conduction
solution is stable to arbitrary perturbations is also

Ra
c
¯ 4π#. (3.34)

This result establishes the absolute stability of the conduction state when it is not
linearly unstable :

Ra! 4π#3Nu¯ 1. (3.35)

Thus the transition from the conduction state is a forward pitchfork bifurcation to the
convection state. Linear and nonlinear stability theories provide a complete and precise
characterization of the pure conduction state, but we must turn to other methods for
the heat transport in the convection state.

3.3. Weakly nonlinear stability theory

Although exact analytic expressions are not available for convection solutions above
the critical Rayleigh number, it is possible to obtain asymptotic estimates for the
temperature and velocity fields in the limit Ra XRa

c
. This analysis via ‘amplitude

equations’ has already been carried out for this problem (Busse & Joseph 1972; Fowler
1997) so here we just describe the approach and its results.

Consider Rayleigh numbers just slightly above the critical value compatible with the
cell geometry, i.e.

Ra¯Ra
c
(k#

c
) (1­ε#), (3.36)

with

Ra
c
(k#

c
)¯

(π#­k#
c
)#

k#
c

, (3.37)

where k
c
is the wavenumber of the first horizontal mode to go unstable. When ε is small

enough only a single mode (n¯ 1,k¯k
c
) is unstable and its growth rate is O(ε#).

Hence it is natural to look for approximate solutions for the perturbations from the
conduction solution of the form

θ(x, t)¯ εθ(")(x, t, s)­ε#θ(#)(x, t, s)­…, (3.38)

where we have introduced the slow time variable s¯ ε#t. Presuming O(ε) initial data
concentrated in the unstable mode, inserting the expansion (3.38) into the equations of
motion along with a similar ansatz for the velocity field, and solving order by order
with the usual suppression of secular terms (integrability conditions for steady-state
solutions), one constructs an asymptotic solution of the form

θC ε[A(s) eikc[(x,y) sinπz­c.c.]. (3.39)
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The velocity field is then also O(ε) and the slowly evolving amplitude A(s) obeys
Landau equation

dA

ds
¯ 2π#A®4π% rAr#A. (3.40)

The amplitude is unstable near A¯ 0, so it grows on an O(s) time scale toward its O(1)
stable steady state where the steady-state convective heat transport is O(ε#).

For the problem at hand, if the cell admits the critical wavenumber k
c
¯π so that

the critical Rayleigh number is its minimum possible value Ra
c
¯ 4π#, then exact

evaluations of the coefficients in the Landau equation yield (Busse & Joseph 1972) the
estimate

NuC 1­"

#
ε#¯ 1­

1

2π#

(Ra®Ra
c
). (3.41)

Higher-order estimates have also been computed for this problem (Palm, Weber &
Oddmund 1972). For a comparison of this prediction with the experimental data, see
figure 3. This approach is capable of producing accurate approximations immediately
above the onset of convection, along with a reliable indication of the stability of the
steady finite-amplitude convection solution. Because of the εi 1 restriction required
by this perturbation theory, the large Rayleigh number behaviour must be deduced by
another method.

3.4. Marginal stability for turbulent con�ection: Howard–Malkus scaling

There are no exact solutions for large Rayleigh numbers where the state of affairs is
generically unsteady ‘turbulent ’ convection. A theoretical indication of the turbulent
heat flux may be derived if we invoke further physical assumptions in analogy to
Malkus’ (1954) ‘marginally stable boundary layer ’ theory for convection in a fluid
layer (Howard 1964). Presumably, the temporally and horizontally averaged
temperature profile across the layer takes on a boundary layer structure as sketched in
figure 2(c). On average, half of the entire temperature drop falls across the boundary
layers of thickness δi h}2 while the convecting core acts as a thermal short. The
vertical component of the velocity vanishes at the boundaries so the heat transport is
purely conductive there, controlled by the vertical temperature gradient at the
boundary. The dimensional heat flux is approximately the conductive heat flux across
the boundary layer,

J
$
E κ

"

#
(T

hot
®T

cold
)

δ
, (3.42)

in which case the Nusselt number is

Nu¯
J
$
h

κ(T
hot

®T
cold

)
¯

1

2

h

δ
. (3.43)

Thus an estimate for the boundary layer thickness as a function of the Rayleigh
number produces an estimate for the Nusselt number as a function of the Rayleigh
number.

The key physical assumption in this theory is that δ adjusts itself precisely so that the
boundary layer itself is marginally stable. That is, if the boundary layer were so thick
as to be unstable then convection could set in to break it up, perhaps shedding a
thermal plume. On the other hand if the boundary layer were so thin as to be stable
then it would suppress the vertical flow near it so heat could diffuse further via
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F 3. Predictions from stability considerations plotted along with experimental data. The
discrete data are from Buretta (1972) and the boxed region indicates the range of Elder’s (1967) data
(Nu¯ 0.025 Ra ³10% for 100!Ra! 5000). The convection state with Nu¯ 1 is absolutely stable
for Ra!C 40, where it bifurcates according to the prediction of weakly nonlinear stability theory.
The heuristic marginal stability argument predicts Nu" 0.013 Ra, indicated by the solid line under
the high-Ra data.

conduction to thicken the layer. We may then derive a Ra–δ relationship by way of this
marginal stability criterion by setting the Rayleigh number Raδ based on the boundary
layer parameters equal to an appropriate critical Rayleigh number:

Ra
c
¯Raδ ¯

ga"

#
(T

hot
®T

cold
)Kδ

νκ
¯

1

2

δ

h
Ra. (3.44)

Combining equations (3.43) and (3.44) we deduce

NuE
1

4Ra
c

Ra. (3.45)

This marginal stability argument leads to Howard–Malkus–Kolmogorov–Spiegel
scaling, NuCRa, and it even provides a prefactor estimate in terms of a critical
Rayleigh number. It is not appropriate to simply use 4π#E 40 for Ra

c
because that

value was derived for the more constrained problem of a layer confined between two
impermeable boundaries ; only one of the boundaries is truly impermeable in this
scenario. In fact it is not altogether clear just what stability problem is appropriate
(Howard considered the linearized stability of a thermal front diffusively penetrating
into an infinite fluid layer). In any case we may expect that the number is probably less
than the common linear and nonlinear critical value for the more constrained problem,
so supposing that the relevant Ra

c
!O (20) we infer

NuE cRa, c" 0.013. (3.46)

This prediction is also plotted along with experimental data in figure 3. This scaling
appears qualitatively relevant to the large-Ra behaviour. The prefactor guess emerging
from this argument is low by (only) about a factor of 2.
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4. Variational formulation of heat transport bounds

The physical assumptions entering the marginal stability argument are quite
reasonable and it is natural to wonder if these kinds of ideas might be utilized in a
rigorous mathematical analysis. But there are some technical points glossed over in the
heuristic argument which would have to be clarified before proceeding. For example
as alluded to in the previous section, it is not clear precisely what stability problem is
the relevant one, i.e. what boundary conditions should be imposed? Moreover, in the
previous argument a notion of ‘stability ’ was ambiguous, invoked without
discriminating between linearized stability or nonlinear stability ; these stability
concepts are not generally identical in their predictions. These issues are resolved in this
section where we derive a rigorous version of the marginal stability criterion directly
from the equations of motion, valid over the full range of Ra.

4.1. A �ariational bound on the heat transport

Let τ(x) be an arbitrary ‘background’ temperature field that satisfies the physical
boundary conditions, τ(x, y, 0)¯ 1 and τ(x, y, 1)¯ 0, and a ‘non-dissipative’ form of
the stationary temperature equation, U[¡τ¯ 0, where U(x) and P(x) are the
corresponding velocity and pressure fields defined by

U­¡P¯ e
$
Ra τ, (4.1)

¡[U¯ 0, (4.2)

along with the boundary conditions e
$
[U¯ 0 for z¯ 1 and z¯ 1. (As will be seen, the

solution set for this class of background fields is not empty.) Then any solution of the
full equations of motion (2.11)–(2.13) may be decomposed according to T¯ τ­θ,
u¯U­� and p¯P­q where the ‘fluctuations’ θ, � and q satisfy

θ
t
­�[¡θ­U[¡θ­�[¡τ¯∆θ­∆τ, (4.3)

�­¡q¯ e
$
Ra θ, (4.4)

and
¡[�¯ 0, (4.5)

along with homogeneous boundary conditions on θ and e
$
[� at the top and bottom.

Consider the evolution of the mean-square temperature fluctuation:

d

dt

1

2& θ(x, t)#dxdydz¯®& ²¡τ[¡θ­r¡θr#­θ�[¡τ´dxdydz. (4.6)

The τ, θ cross-term can be replaced in favour of T and θ,

®&¡τ[¡θdxdydz¯
1

2& ²r¡θr#­r¡τr#®r¡T r#´dxdydz, (4.7)

so that

d

dt& θ(x, t)#dxdydz­& r¡T r#dxdydz¯& r¡τr#dxdydz®& ²r¡θr#­2θ�[¡τ´dxdydz.

(4.8)

Taking the long-time average and recalling the expression for Nu in equation (2.25) we
find

Nu¯
1

Λ
x
Λ

y

& r¡τr#dxdydz­sup
T!,

u
!

lim sup
tU¢

1

t &
t

!

(®2H ("/#)
τ ²θ([, s)´) ds. (4.9)
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In the above we have identified the quadratic form

H ("/#)
τ ²θ´3

1

Λ
x
Λ

y

& ²"
#
r¡θr#­θ�[¡τ´dxdydz (4.10)

defined for functions θ satisfying the fluctuations’ boundary conditions, where �²θ´ is
the linear non-local functional of θ specified by equations (4.4) and (4.5) and the
velocity boundary conditions. Note that modulo the factor "

#
in the r¡θr# term, the

quadratic form H ("/#)
τ is the same as Hτ defined in equation (3.23) which determines

the nonlinear energy stability of a stationary temperature field.
If the background profile τ happens to be such that H ("/#)

τ is a non-negative quadratic
form, i.e. H ("/#)

τ ²θ´& 0 for all relevant argument functions θ, then the background
temperature profile produces an upper bound on Nu :

H ("/#)
τ ²θ´& 03Nu%

1

Λ
x
Λ

y

& r¡τr#dxdydz¯ 1­
1

Λ
x
Λ

y

& r¡τ­e
$
r#dxdydz.

(4.11)

This volume average of r¡τ­e
$
r# is precisely what the actual convective heat transport

would be if τ were a steady solution of the equations of motion (it already satisfies the
physical boundary conditions). By analogy with the mathematical criterion for
nonlinear energy stability we naturally refer to arbitrary temperature functions τ(x) as
marginally ‘ "

#
-stable ’ if H ("/#)

τ ²θ´& 0. Strictly speaking, a temperature field τ(x) is "

#
-

stable if it would be energy stable at Rayleigh number 2Ra if it were a steady solution.
For example, the linear conduction profile τ¯ 1®z is "

#
-stable for Ra! "

#
Ra

c
, as are

many other profiles. Hence we have a rigorous marginal stability criterion: the actual
heat transport is bounded from above by that in a temperature field which is "

#
-stable.

In practice we will produce explicit bounds on Nu as a function of Ra by constructing
appropriately stable τ (this will be carried out in detail in §§5 and 7).

These bounds may be optimized by minimizing over acceptable background
temperature profiles :

Nu% inf
τ(x,y,!)="

; τ(x,y,")=!

( 1

Λ
x
Λ

y

& r¡τr#dxdydz rH ("/#)
τ & 0* . (4.12)

The "

#
-stability constraint has also been referred to as the ‘spectral ’ constraint on

acceptable background temperature profiles (Constantin & Doering 1995a, b ; Doering
& Constantin 1994, 1996).

This variational problem is simplified by considering horizontally translation-
invariant background temperature profiles, i.e. taking τ¯ τ(z). Then the associated
flow field U¯ 0 and the bound in equation (4.12) becomes

Nu®1% inf
τ(!)="

; τ(")=!

0 &"

!

(τ«(z)­1)#dz rH ("/#)
τ & 0* , (4.13)

where

H ("/#)
τ ²θ´3

1

Λ
x
Λ

y

& ²"
#
r¡θr#­τ«(z)wθ´dxdydz (4.14)

is defined for functions θ(x) satisfying θ(x, y, 0)¯ 0¯ θ(x, y, 1), where

®∆w¯Ra(D#®∆) θ (4.15)

with w(x, y, 0)¯ 0¯w(x, y, 1).
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4.2. Impro�ed �ariational bound on the heat transport

Following Nicodemus, Grossmann & Holthaus (1997a) we may introduce another
variational parameter to reduce the upper bound. We return to equation (4.6) and use
equation (4.7) to eliminate only part of the cross-term. Let c" 1. Adding c¬(4.6) and
2¬(4.7) we find

dt

dt

c

2& θ(x, t)#dxdydz­& r¡T r#dxdydz

¯& r¡τr#dxdydz®&²(c®2)¡τ[¡θ­(c®1) r ¡θr#­cθ�[¡τ´dxdydz. (4.16)

Taking the long-time average, then,

Nu¯
1

Λ
x
Λ

y

& r¡τr#dxdydz

­sup
T!

lim sup
tU¢

1

t &
t

!

0 ®1

Λ
x
λ
y

& ²(c®1) r ¡θr#­cθ�[¡τ­(2®c) θ∆τ´dxdydz1ds.

(4.17)

An upper bound on Nu is obtained by replacing the second term above by its absolute
minimum over all relevant θ and � :

Nu%
1

Λ
x
Λ

y

& r¡τr#dxdyd
z
®inf

θ

Fτ(θ), (4.18)

where

Fτ(θ´¯
1

Λ
x
Λ

y

& ²(c®1) r ¡θr#­cθ�[¡τ­(2®c) θ∆τ´dxdydz. (4.19)

Restricting attention to horizontally translation-invariant background temperature
profiles, the Euler–Lagrange equations for the fields minimizing Fτ are

0¯®2(c®1)∆θ­cτ«(z)w­c(D#®∆)W­(2®c) τ§(z), (4.20)

0¯∆w­Ra(D#®∆) θ, (4.21)

0¯∆W­Raτ«(z) θ, (4.22)

where the Lagrange multiplier field W(x) satisfies periodic horizontal conditions and
homogeneous Dirichlet conditions at z¯ 0 and z¯ 1. The relevant solutions are
independent of the horizontal coordinates : θ¯Θ(z), w¯ 0 and W¯W(z) so equation
(4.20) reduces to

0¯®2(c®1)Θ§­(2®c) τ§. (4.23)

Integrating and using the boundary conditions Θ(0)¯ 0¯Θ(1) we find

Θ(z)¯®
c®2

2(c®1)
(τ(z)®1­z). (4.24)

Inserting this minimizer into Fτ in equation (4.18), we deduce

Nu%&"

!

τ«(z)#dz­
(c®2)#

4(c®1)&
"

!

(τ«(z)­1)#dz¯ 1­
c#

4(c®1)&
"

!

(τ«(z)­1)#dz.

(4.25)
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It is ensured that Θ(z) is indeed a minimizer so long as the quadratic part of Fτ is
positive definite – or equivalently, the linear operator in the quadratic part of the last
term in equation (4.18) is positive definite. In fact slightly less is required: it is enough
that the linear operator in the quadratic part of Fτ be non-negative with a null space
orthogonal to the inhomogeneous term proportional to τ§(z). What this means is that
it is necessary that the eigenvalues of

λθ¯®2(c®1)∆θ­cτ«(z)w­c(D#®∆)W, (4.26)

0¯∆w­Ra(D#®∆) θ, (4.27)

0¯∆W­Raτ«(z) θ, (4.28)

with periodic horizontal conditions and homogeneous Dirichlet boundary conditions
at z¯ 0 and z¯ 1, satisfy λ& 0 and the eigenfunction(s) corresponding to λ¯ 0 must
be orthogonal to τ§. The orthogonality of the null-space condition turns out to be
automatically satisfied. Indeed, with λ¯ 0 the horizontally Fourier transformed
version of equations (4.26)–(4.28) are

0¯®2(c®1) (D#®k#) θ
k
­cτ«(z)w

k
­ck#W

k
, (4.29)

0¯ (D#®k#)w
k
­Rak#θ

k
, (4.30)

0¯ (D#®k#)W
k
­Ra τ«(z) θ

k
. (4.31)

The eigenfunctions will be orthogonal to τ§(z) (actually orthogonal to any function of
z alone) if k#1 0, and it is easy to see that any such null eigenfunction necessarily has
k#" 0. This is because if k#¯ 0, then equation (4.30) and the boundary conditions
force w¯ 0 so that equation (4.29) becomes

0¯®2(c®1)D#θ, (4.32)

where the homogeneous Dirichlet boundary conditions force θ to vanish as well. The
upshot of these considerations is that non-negativity of the spectrum of the operator
and boundary conditions in equations (4.26)–(4.28) (or equivalently, of the quadratic
part of Fτ) is sufficient for the validity of the bound in (4.25). This non-negative definite
requirement is directly analogous to a ‘marginal stability ’ criterion.

From this point forward we switch the new parameter from c (1! c!¢) to

a¯
c®1

c
(0! a! 1). (4.33)

Then the variational bound is

Nu®1% inf

!
!a!

"

inf
τ(!)="

; τ(")=!

( 1

4a(1®a)&
"

!

(τ«(z)­1)#dz rH (a)
τ & 0* , (4.34)

where

H (a)
τ ²θ)3

1

Λ
x
Λ

y

& ²ar¡θr#­τ«(z)wθ´dxdydz (4.35)

is defined for functions θ(x) satisfying θ(x, y, 0)¯ 0¯ θ(x, y, 1), and where

®∆w¯Ra(D#®∆) θ (4.36)

with w(x, y, 0)¯ 0¯w(x, y, 1). We say that a temperature profile τ(z) is ‘a-stable ’ if
H (a)

τ is a positive quadratic form. We say that a temperature profile τ(z) is ‘marginally
a-stable ’ if H (a)

τ is a non-negative quadratic form.
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This is the generalized rigorous marginal stability criterion: For every a ` (0, 1) the
convective heat transport is bounded from above by (4a(1®a))−" times the convective
heat transport in a marginally a-stable background temperature profile. The linear
conduction profile τ¯ 1®z is marginally a-stable for Ra% a¬Ra

c
, so that we recover

the energy stability result Nu¯ 1 for all Ra!Ra
c
. In the next section we construct

marginally stable background profiles to derive bounds on Nu for Ra"Ra
c
.

5. Bounding the bounds

The best upper bound that the rigorous marginal stability criterion can produce is
given by the solution of the variational problem in equation (4.34). We may derive an
upper bound on the best bound directly by producing an a-stable test background
temperature profile. Referring to equation (4.35), it is evident that a-stable profiles
should have gradients confined close to the boundaries at z¯ 0 and z¯ 1 where w and
θ vanish. This suggests that we use test profiles of the form

τδ(z)¯

1

2
3

4

1®z}(2δ) ; 0% z% δ

"

#
; δ% z% 1®δ

(1®z)}(2δ) ; 1®δ% z% 1

(5.1)

as illustrated in figure 4. The parameter δ! "

#
will be referred to as the boundary layer

thickness for this family of test profiles. As will be shown explicitly in this section, for
a given value of Ra and of a we will be able to choose δ small enough so that τδ is a-
stable. To establish this we must consider the sign of

H (a)
τδ

²θ´¯3
k
&"

!

²arDθkr#­ak#rθkr#­τ!δ(z)Re[w$k θk]´dz (5.2)

for functions θk(z) satisfying θk(0)¯ 0¯ θk(1) and where

(®D#­k#)wk ¯Rak#θk (5.3)

with wk(0)¯ 0¯wk(1). Here we have gone to Fourier transformed variables, but this
is the same a-stability criterion as in equations (4.35) and (4.36). H (a)

τδ
will be non-

negative if and only if for each Fourier mode,

hk ¯& "

!

²arDθkr#­ak#rθkr#­τ!δ(z)Re[w$k θk]´dz& 0. (5.4)

Hence in order to establish marginal a-stability it is sufficient to establish marginal a-
stability wavenumber by wavenumber.

What we must do in order to show that hk & 0 when δ is small enough, is to show
that the indefinite term ! τ!δ(z)Re[w$k θk] dz is smaller in magnitude than the positive
definite terms ! ²arDθkr#­ak#rθkr#´dz. We do this in several steps.

First consider the indefinite term which may be bounded as follows:

) &"

!

τ«(z)Re[w$k θk] dz)%&"

!

rτ$δ (z)r rw$k r rθkrdz¯
1

2δ&
δ

!

rw$k r rθkrdz­
1

2δ&
"

"−
δ

rw$k r rθkrdz.

(5.5)

Now consider the growth of θk(z) away from the boundary at z¯ 0. For 0% z% "

#
,

the fundamental theorem of calculus and the Schwarz inequality imply

rθk(z)r¯ ) & z

!

Dθk(z«) dz«)% z"/# 0&"/#

!

rDθk(z«)r#dz«1"/#. (5.6)
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F 4. Test background temperature profile with the boundary layer structure.

Hence we see that θk is controlled pointwise by the integral of the square of its
derivative.

The same kind of estimate may be used for wk because we may use the k#rθkr# term
to control the integral of the square of its derivative. Indeed, using equation (5.3) and
integration by parts,

&"

!

k#rθkr#dz¯
1

Ra#
&"

!

( 1

k#

rD#wkr#­2rDwkr#­k#rwkr#*dz. (5.7)

More integration by parts, the Schwarz inequality, and 2AB% (1}k#)A#­k#B# imply

&"

!

rDwkr#dz¯®&"

!

w$k D#wk dz% 0&"

!

rwk(z«)r#dz«1"/# 0&"

!

rD#wk(z«)r#dz«1"/#

%
1

2&
"

!

( 1

k#

rD#wkr#­k#rwkr#*dz. (5.8)

Thus equation (5.7) may be rewritten

&"

!

k#rθkr#dz&
4

Ra#
&"

!

rDwkr#dz. (5.9)

Combining these elements we see that

1

2δ&
δ

!

rw$k r rθkrdz%
1

2δ&
δ

!

zdz 0 &"/#

!

rDθk(z«)r#dz«1"/# 0 &"/#

!

rDwk(z§)r#dz§1"/#

%
δ

4 (
c

2&
"/#

!

rDθk(z«)r#dz«­
1

2c&
"/#

!

rDwk(z§)r#dz§* (5.10)

for any c" 0. Precisely analogous considerations near z¯ 1 yield the estimate

1

2δ&
"

"−
δ

rw$k r rθkrdz%
1

2δ&
"

"−
δ

(1®z) dz 0 &"

"/#

rDθk(z«)r#dz«1"/# 0 &"

"/#

rDwk(z§)r#dz§1"/#

%
δ

4 (
c

2&
"

"/#

rDθk(z«)r#dz«­
1

2c&
"

"/#

rDwk(z§)r#dz§* . (5.11)

Adding these together and recalling equation (5.5),

) &"

!

τ!δ(z)Re[w$k θk] dz)% δ

8 (c&
"

!

rDθk(z«)r#dz«­
1

c &
"

!

rDwk(z§)r#dz§* . (5.12)
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F 5. Rigorous upper bounds plotted along with experimental data (see caption to figure 3).
Dashed lines : bounds for a¯ 0.95, 0.9 and #

$
. Solid line : lower envelope for all a ` (0, 1).

Now let us choose c and δ so that "

)
δc¯ a and δ}(8c)¯ 4a}Ra#, i.e.,

δ¯ 16a}Ra (5.13)
and

c¯ "

#
Ra. (5.14)

Then

) &"

!

τ!δ(z)Re[w$kθ
k
] dz)%&"

!

arDθkr#dz­
4a

Ra#
&"

!

rDwkr#dz

%&"

!

arDθ
k
r#dz­&"

!

ak#rθ
k
r#dz, (5.15)

where in the end we have recalled equation (5.9).
What we have shown is that

δ¯
16a

Ra
3 hk & 0. (5.16)

This means that τδ is a-stable when "

#
& δ¯ 16a}Ra and we may use it to write down

an upper bound according to equation (4.33) :

Nu% 1­
1

4a(1®a)&
"

!

(τ!δ(z)­1)#dz¯
Ra

128a#(1®a)
®

(1®2a)#

4a(1®a)
(5.17)

for each a, 0! a! 1, and any Ra& 32a. Several of these bounding curves are plotted
in figure 5. The prefactor of Ra is minimized with the choice a¯ #

$
yielding the

asymptotic estimate

Nu% #(

&"#
Ra01­O0 1

Ra11 as RaU¢. (5.18)
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For each value of Ra" 32, the bound in equation (5.17) may be optimized by a
choice of a(Ra) ` (0, 1) but we need to solve a quartic polynomial to do so. It is just as
easy to perform the minimization numerically, and in figure 5 we also show the lower
envelope of this family of bounds. The optimized bound qualitatively captures
some aspects of behaviour of the heat transport data. The bound bifurcates from the
conduction state (Nu¯ 1) at a critical value of the Rayleigh number (‘Ra

c
’¯ 32) which

is about 80% of the true critical value, 4π#. The high-Rayleigh-number behaviour of
the bound is Howard–Malkus–Kolmogorov–Spiegel scaling NuCRa with a prefactor
#(

&"#
E 0.053, about a factor 2 above Elder’s (1967) data. We stress that the results in

equations (5.17) and (5.18) and illustrated in figure 5, although clearly not optimal, are
completely rigorous; they follow from the equations of motion alone without any
statistical or other assumptions on the solutions. We can improve on these results by
heading toward the ultimate optimization, and that is the subject of the next two
sections.

6. The optimization problem: variations on a variation

In this section we describe the mathematical structure of the optimal problem for the
best bound this approach has to offer. Although we cannot analytically solve the
Euler–Lagrange equations for the optimal background temperature profile, we can
establish a number of basic facts about the problem, notably the existence and
uniqueness of optimal marginally a-stable profiles along with a glimpse of the
functional geometry of the solution.

Consider, for each 0! a! 1, the variational problem at hand:

Nu®1% inf
τ(!)="

; τ(")=!

( 1

4a(1®a)&
"

!

(τ«(z)­1)#dzrH (a)
τ & 0* , (6.1)

where

H (a)
τ ²θ´3

1

Λ
x
Λ

y

& ²ar¡θr#­τ«(z)wθ´dxdydz (6.2)

is defined for functions θ(x) satisfying θ(x, y, 0)¯ 0¯ θ(x, y, 1), and where

®∆w¯Ra (D#®∆) θ (6.3)

with w(x, y, 0)¯ 0¯w(x, y, 1). Both θ and w are periodic in the horizontal directions.
A change of variables from τ(z) to

ψ(z)¯
1

2[a(1®a)]"/#
(τ«(z)­1) (6.4)

recasts the problem as

Nu®1% inf
ψ`H
( &"

!

ψ(z)#dz rHψ & 0* (6.5)

with

Hψ²θ´3
1

Λ
x
Λ

y

& (ar¡θr#­(2[a(1®a)]"/#ψ(z)®1)wθ*dxdydz (6.6)

and where the Hilbert space

H¯ (ψ `L#[0, 1],& "

!

ψ(z) dz¯ 0*.
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In equations (6.5) and (6.6) we have suppressed the a-dependence of everything; the
parameter a maintains a fixed value in the following considerations. The problem then
becomes that of finding the function with the smallest norm in the Hilbert space H
that satisfies the constraint Hψ & 0. Equivalently, the constraint can be expressed as
the non-negativity of the spectrum of the self-adjoint linear operator Lψ defined by
Hψ²θ´¯©θ,Lψ θª, where ©[, [ª signifies the inner product in L#[0, 1]. Explicitly,

Lψ θ¯®a∆θ­"

#
(2[a(1®a)]"/#ψ(z)®1)w­"

#
(D#®∆) �, (6.7)

®∆w¯Ra(D#®∆) θ, (6.8)

®∆�¯Ra(2[a(1®a)]"/#ψ(z)®1) θ, (6.9)

where � is the Lagrange multiplier enforcing the slaving of w to θ ; it satisfies the same
boundary conditions as w, i.e. � vanishes for z¯ 0 and z¯ 1 and is periodic in the
horizontal directions. Let µ¯µ(ψ´ denote the lowest eigenvalue of Lψ.

Let S be the set of functions in H that satisfies the constraint Hψ & 0. Then S is the
set of all mean zero square-integrable functions ψ such that µ²ψ´& 0. S is not empty
because 0 `S when Ra% 4π#a (recall that the linear conduction profile, corresponding
to ψ¯ 0, is marginally a-stable for Ra% a¬Ra

c
) and we explicitly constructed

acceptable profiles for Ra" 4π#a" 32a in §5.
Moreover, S is convex. This means that if ψ

"
and ψ

#
are in S, then convex

combinations tψ
"
­(1®t)ψ

#
`S for 0% t% 1. This fact follows from the observation

that ψ appears linearly in Hψ,

H
tψ"+("−t)

ψ
#

²θ´¯ tHψ
"

²θ´­(1®t)Hψ
#

²θ´, (6.10)

so when Hψ
"

and Hψ
#

²θ´ are non-negative, so is H
tψ"+("−t)ψ#

²θ´. The boundary of S is the
‘ level set ’ of ψ satisfying µ²ψ´¯ 0. When Ra% 4π#a, 0 `S, so the optimal element is
precisely ψ3 0 and Nu¯ 1 in that case. On the other hand, 0 aS when Ra" 4π#a
because then the linear conduction profile is not (marginally) a-stable. The existence of
a minimizing solution when Ra" 4π#a follows from the geometry of convex sets in the
Hilbert space H : given the closed convex set S and the point 0 `H not in S, there is
an element of S with minimal distance to 0 (Reed & Simon 1980). Such a minimizer
is unique, for if there were two distinct elements ψ

"
and ψ

#
realizing the minimum then

(ψ
"
­ψ

#
)}2 would also be in S with an even smaller norm. Finally, the unique

minimizer ψ
opt

is on the boundary of S, i.e. µ²ψ
opt

´¯ 0.
The Euler–Lagrange equations for the optimal profile may be derived from similar

geometric considerations (Doering & Constantin 1996). The condition for the optimal
profile is that the ray along ψ

opt
should be parallel to the gradient to the level set

µ²ψ´¯ 0 evaluated at ψ
opt

and projected into H (i.e. with its mean subtracted). So
long as there is a unique lowest eigenstate (‘ground state ’) for ψ

opt
, the functional

gradient δµ}δψ projected onto H, i.e. P(δµ}δψ), where

P( f ) (z)¯ f(z)®&"

!

f(z«) dz«,

is given explicitly in terms of the associated ground-state eigenfunction for Lψ via
regular non-degenerate spectral perturbation theory. Then the Euler–Lagrange
equation satisfied by the optimal profile ψ

opt
is

ψ¯αP0δµδψ1 , (6.11)
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where the proportionality factor α is a Lagrange multiplier. Note that from the
geometry (see, for example, the illustrations in Doering & Constantin 1996) we may
conclude that α" 0 when Ra" 4π#a and that α approaches 0 from above as Ra X 4π#a.
If the ground state for ψ

opt
is not unique, say it is n-fold degenerate, then P(δµ}δψ) has

n different directions associated with it. Equation (6.11) still holds in this case, but with
the Lagrange multiplier α an n-tuple of real numbers so that ψ is a linear combination
of the different directions. In fact it is this latter case of a degenerate ground state which
is apparently the generic situation in problems such as the one at hand (Howard 1963,
1972; Busse & Joseph 1972; Gupta & Joseph 1973; Joseph 1974; Busse 1978; Doering
& Constantin 1996).

This structure may be seen in the Euler–Lagrange equations. With the eigenfunction
normalization

& rθr#dxdydz¯ 1, (6.12)

the variation of the eigenvalue µ with respect to ψ is

δµ

δψ(z)
¯& 2[a(1®a)]"/#w(x, y, z) dxdy, (6.13)

so the Euler–Lagrange equation is

ψ
opt

(z)¯α2[a(1®a)]"/#& (w(x, y, z) θ(x, y, z)®&"

!

w(x, y, z«) θ(x, y, z«) dz«*dxdy.

(6.14)

In the above θ is the ground-state eigenfunction of Lψ
opt

when the ground-state
eigenvalue µ¯ 0 if the ground state of Lψ

opt

is unique. If that is the case, inserting
equation (6.13) into 0¯Lψ

opt

θ yields a closed nonlinear boundary value problem for
θ (and the associated w and �) in which α is to be adjusted until the normalization
condition in equation (6.12) is satisfied. In general, if the ground state of Lψ

opt

is N-fold
degenerate, 1%N!¢, with eigenfunctions θ

"
,…, θ

N
, then the Euler–Lagrange

equation is

ψ
opt

(z)¯ 3
N

n="

α
n
2[a(1®a)]"/#& (wn

(x, y, z) θ
n
(x, y, z)

®&"

!

w
n
(x, y, z«) θ

n
(x, y, z«) dz«*dxdy. (6.15)

Then this is to be inserted into 0¯Lψ
opt

θ and all the α
n

must be adjusted until the
normalization condition in equation (6.12) is satisfied. By the uniqueness argument, for
a given value of Ra and of a there will be one and only one profile ψ

opt
(z) and Lagrange

multiplier (the n-tuple ²α
n
´) satisfying the spectral ‘ stability ’ constraint µ(ψ

opt
)& 0, the

normalization in equation (6.12), and the closure in equation (6.15), i.e. 0¯Lψ
opt

θ
n

for
n¯ 1,…,N. For a given value of Ra and of a that solution will yield a bound on Nu
which should then be minimized over the auxiliary parameter a to deduce the best
bound this approach has to offer.

We cannot solve these equations analytically, although numerical solution is
possible (Gupta & Joseph 1973; Doering & Hyman 1997; Nicodemus, Grossmann &
Holthaus 1997b ; Vitanov & Busse 1997). We will return to this problem in the
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conclusion of this paper. But now we turn to modification of the variational problem
for which we can analytically carry out the optimization and compute an explicit upper
limit on Nu(Ra).

7. A modified variational problem and its optimized bounds

We can make practical progress to derive improved explicit bounds by modifying the
variational problem. Strengthening the constraints on the profiles over which we
minimize in a certain way transforms the problem into a new one which may be
optimized. The optimal bound for the new variational problem is necessarily higher
than the ultimate optimal bound for the original problem described in the previous
section, but nevertheless the net result is an improved upper bound compared to that
established in §5.

We start with the variational problem as derived in §5 and restated in equations
(6.1)–(6.4) :

Nu®1% inf
ψ`H

( &"

!

ψ(z)#dz rHψ & 0* (7.1)

with Hψ(θ´¯3k h(k)
ψ ²θk´, where

h(k)
ψ ²θ´3&"

!

²arDθkr#­ak#rθkr#­(2[a(1®a)]"/#ψ(z)®1)Re[w$k θk]´dz). (7.2)

As in §5, we have gone to the horizontal Fourier transform representation for θ and
w where, mode by mode, the slaving of w to θ is

(®D#­k#)wk ¯Rak# θk. (7.3)

Both θk(z) and wk(z) satisfy homogeneous Dirichlet conditions at z¯ 0 and z¯ 1.
Note now that equation (7.3) and the boundary conditions on wk imply

&"

!

ak#rθkr#dz¯&"

!

a

Ra#k#

r(®D#­k#)wkr#dz

¯
a

Ra#
&"

!

0 1

k#

rD#wkr#­2rDwkr#­k#rwkr#1dz. (7.4)

Integrations by parts, Schwarz’s inequality and the fact that (1}k#)A#­k#B#& 2AB
ensure that

&"

!

0 1

k#

rD#wkr#­k#rwkr#1dz& 2&"

!

(®D#w$k )wk dz¯ 2&"

!

rDwkr#dz, (7.5)

Hence

&"

!

ak#rθkr#dz&
4a

Ra#
&"

!

rDwkr#dz (7.6)

and Hψ²θ´&3k Jψ²θk,wk) where

Jψ²θk,wk´¯&"

!

0arDθkr#­
4a

Ra#

rDwkr#­[(2a(1®a)]"/#ψ(z)®1)Re[w$k θ
k
]1dz. (7.7)

Observe that if the quadratic form Jψ²θ,w´& 0 for all θ(z) and w(z) satisfying
homogeneous Dirichlet conditions at z¯ 0 and z¯ 1 (even if θ and w are not otherwise
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related), then Hψ²θ´& 0. Changing variables to f(z)¯ θ(z)­(2}Ra)w(z) and g(z)¯
θ(z)®(2}Ra)w(z), we see that Jψ is non-negative when Kψ² f, g´¯K (+)

ψ ² f ´­K (−)
ψ ²g´ is

non-negative, where

K (³)
ψ ²h´¯&"

!

(rDhr#³
Ra

4a
(2[a(1®a)]"/#ψ(z)®1) rhr#*dz (7.8)

for functions vanishing at z¯ 0 and z¯ 1. In particular, Jψ is non-negative when both
K (³)

ψ are non-negative. That is, the set S¯²ψ `H rHψ & 0´ of appropriately
constrained profiles contains the (convex) set S « defined by

S «¯ ²ψ `H rbothK (³)
ψ & 0´. (7.9)

Thus the minimization of the norm of ψ over S is necessarily not greater than the
minimization of the norm of ψ over S « so we have an upper bound on the optimal
upper bound,

Nu®1% inf
ψ(z)`S

&"

!

ψ(z)#dz% inf
ψ(z)`S «

&"

!

ψ(z)#dz. (7.10)

The point is that the constraints K (³)
ψ & 0 are considerably simpler than the full

constraint Hψ & 0 (in particular, the dependence on the horizontal wavenumber k has
been eliminated) and the optimization process may now be carried out exactly. In fact
what we shall do is find the optimal ψ constrained only by K (+)

ψ & 0 and afterwards
confirm that indeed K (−)

ψ & 0 for that choice of ψ. This is now essentially the same
‘optimal marginal stability ’ problem that arose in the context of deriving variational
bounds on heat transport in a fluid layer (Doering & Constantin 1996).

The sign of K (+)
ψ is the sign of the lowest (ground-state) eigenvalue λ²ψ´ of the linear

operator in K (+)
ψ , i.e. the eigenvalue problem

λf¯®D#f­
Ra

4a
(2[a(1®a)]"/#ψ(z)®1) f. (7.11)

For ψ¯ 0, corresponding to the pure conduction state, the lowest eigenvalue is exactly

λ²0´¯π#®
Ra

4a
(7.12)

which is non-negative if and only if Ra% 4πa#. Note also that K (−)

!
" 0, so we observe

that 0 `S « precisely when Ra% 4πa#, the sharpest possible value. This indicates that
the modification of the problem from the original constraint (minimization over S ) to
these strengthened constraints (minimization over S «) does not change the bifurcation
point of the bound from the conduction state Nu¯ 1.

For Ra" 4πa#, the considerations of the previous section carry through so the
optimal ψ will be the unique point on the isospectral surface λ²ψ´¯ 0 where the ray
Cψ is parallel to the projection onto H of the functional gradient of λ²ψ´. That is,

ψ¯αP0δλδψ1 , (7.13)

where α is a Lagrange multiplier. As before, we have α" 0 for Ra" 4π#a and
α approaches 0 from above as Ra X 4π#a. The ground state is unique for the
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one-dimensional Schro$ dinger equation (7.11) so the functional gradient may be
evaluated by standard non-degenerate regular perturbation theory. With eigenfunction
normalization

&"

!

r f r#dxdydz¯ 1, (7.14)

the variation of the eigenvalue λ with respect to ψ is

δλ

δψ(z)
¯

Ra

2a
[a(1®a)]"/# r f(z)r# (7.15)

and the Euler–Lagrange equation is

ψ
opt

(z)¯
α

2[a(1®a)]"/#
² f(z)#®1´, (7.16)

where f(z) (without loss of generality real) is the ground-state eigenfunction for ψ
opt

and for convenience we have scaled the Lagrange multiplier. Inserting equation (7.15)
into (7.11) with λ¯ 0 yields a closed nonlinear boundary value problem for f in which
α is to be adjusted until the normalization condition in equation (7.14) is satisfied. That
is,

0¯®D#f­
Ra

4a
(α² f(z)#®1´®1) f, (7.17)

with f(0)¯ 0¯ f(1) and α fixed by

&"

!

r f r#dxdydz¯ 1. (7.18)

Equation (7.17) is a nonlinear Schro$ dinger equation, a.k.a. Duffing’s equation,
whose exact solutions are Jacobi elliptic functions (Abramowitz & Stegun 1965). After
considerable calculation, it may be verified that 2[a(1®a)]"/#ψ

opt
(z)% 1 so that

K (−)
ψ
opt

& 0 and it is ensured that the α-stability constraint is satisfied (see Doering &
Constantin 1996).

After considerably more calculation the upper bound may be written in closed form
by reparameterizing Ra ` (4π#a,¢) in terms of m ` (0, 1) according to

Ra¯ 4aK(m) [8E(m)­4(m®1)K(m)], (7.19)

where the complete elliptic integrals K(m) and E(m) are

K(m)¯&"

!

dt

[(1®t#) (1®mt#)]"/#
and E(m)¯&"

!

01®mt#

1®t# 1
"/#

dt. (7.20)

Defining the auxiliary variables

η(m)¯ 8K(m) [K(m)®E(m)] and σ(m)¯
2mK(m)$

K(m)®E(m)
, (7.21)

the rigorous upper bound on the Nusselt number is then

Nu% 1­
4η(m) [αη(m)­Ra®4aσ(m)]

3Ra#(1®a)
. (7.22)
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F 6. Rigorous ‘semi-optimal ’ upper bounds for a¯ 0.95, 0.9 and #

$
.

These formulae are easily evaluated numerically and several bounding curves are
shown in figure 6. Let us examine some limits. For mU 0, both K and EU "

#
π, so that

RaU 4π#a and the bound decreases down to the conduction value. In the other limit
as mU 1, KC "

#
ln (16}(1®m))U¢ while EU 0. Hence RaC 32aK, ηC 8K #®8K, and

σC 2K #­2K so the asymptotic bound is

Nu®1%
4η(m) [αη(m)­Ra®4aσ(m)]

3Ra#(1®a)
C

1

192a#(a®a)
Ra. (7.23)

This asymptotic bound is optimized over a ` (0, 1) with the choice a¯ #

$
, yielding the

large-Ra result

Nu% *

#&'
Ra01­O0 1

Ra11 as RaU¢. (7.24)

This bound also exhibits the Howard–Malkus–Kolmogorov–Spiegel scaling pre-
factor *

#&'
E 0.035, representing a one-third decrease compared to the bound derived

in §5.

8. Arbitrary Prandtl–Darcy numbers in two spatial dimensions

The analysis up to this point applies as well to the arbitrary Prandtl–Darcy number
problem in two spatial dimensions. To see this, consider the evolution of the vorticity
ω¯ u

z
®w

x
,

B 0¥ω¥t­u[¡ω1­ω¯®Ra
¥θ
¥x

. (8.1)

What will ultimately make this two-dimensional calculation work are the facts that (i)
there is no vortex stretching term, and (ii) the dissipative term in the vorticity evolution
equation does not utilize any boundary conditions on ω. The system of dynamical
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equations is now supplemented with an initial vorticity field ω
!
(x, z). At each instant of

time the velocity vector field u¯ (u,w) is determined by solving the Poisson equation
®∆w¯ω

x
(with periodic boundary conditions in x and homogeneous Dirichlet

boundary conditions at z¯ 0 and z¯ 1) for w, and subsequently u
x
¯®w

z
(with

periodic boundary conditions in x) for u.
Decomposing the temperature field, as before, into the background and fluctuation

fields, T(x, z, t)¯ τ(z)­θ(x, z, t) with τ(0)¯ 1 and τ(1)¯ 0, we find the following set of
equations for bulk integral quantities :

1

2

d

dt& θ#dxdz¯®& r¡θr#dxdz®& τ«wθdxdz­& τ§θdxdz, (8.2)

1

2& r¡T r#dxdz¯
1

2& r¡θr#dxdz­
1

2& r¡τr#dxdz®& τ§θdxdz, (8.3)

1

2

d

dt
B&ω#dxdz¯®&ω#dxdz®Ra&ωθ

x
dxdz. (8.4)

Choose parameters b" 0 and c" 1, add together c¬(8.2)­2¬(8.3)­(b}Ra#)¬(8.4),
and take the long-time average (supremum) to find

Nu¯&"

!

τ«(z)#dz­sup
T!,

ω
!

lim sup
tU¢

1

t &
t

!

0®1

Λ
x

& ((c®1) r¡θr#

­
b

Ra#

ω#­
b

Ra
ωθ

x
­cτ«wθ­(2®c) θτ§*dxdz1ds. (8.5)

An upper bound on Nu is obtained by replacing the second term above by its
absolute minimum over all relevant θ and ω :

Nu%
1

λ
x

& r¡τr#dxdz®inf
θ,ω

Gτ²θ,ω´, (8.6)

where

Gτ²θ,ω´¯
1

Λ
x

& ((c®1)r¡θr#­
b

Ra#

ω#­
b

Ra
ωθ

x
­cτ«wθ­(2®c) θτ§*dxdz. (8.7)

The Euler–Lagrange equations for the fields minimizing Gτ are

0¯®2(c®1)∆θ®
b

Ra
ω
x
­cτ«(z)w­(2®c) τ§(z), (8.8)

0¯ 2
b

Ra#

ω­
b

Ra
θ
x
®W

x
, (8.9)

0¯∆W­cτ«(z) θ, (8.10)

0¯∆w­ω
x
, (8.11)

where the Lagrange multiplier field W(x, z), introduced to enforce the 0¯ω
x
­∆w

constraint, satisfies homogeneous Dirichlet conditions at z¯ 0 and z¯ 1 and periodic
horizontal conditions. The relevant solution is horizontally translation invariant, i.e.
θ¯Θ(z), w¯ 0 and ω¯ 0 and W¯W(z), so equation (8.8) reduces to

0¯®2(c®1)Θ§­(2®c) τ§. (8.12)
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Integrating and using the boundary conditions Θ(0)¯ 0¯Θ(1) we find

Θ(z)¯®
c®2

2(c®1)
(τ(z)®1­z). (8.13)

Inserting the minimizer into Gτ in equation (8.6), we deduce

Nu% 1­
c#

4(c®1)&
"

!

(τ«(z)­1)#dz. (8.14)

It is ensured that Θ(z) is indeed the minimizer and that this is a rigorous upper bound
so long as the quadratic part of Gτ is positive definite.

As in the infinite Prandtl–Darcy number case, slightly less is required: it is enough
that the linear operator in the quadratic part of Gτ be non-negative with a null space
orthogonal to the inhomogeneous term proportional to τ§(z). This means that it is
necessary that the eigenvalues of

λθ¯®2(c®1)∆θ®
b

Ra
ω
x
­cτ«(z)w, (8.15)

λω¯ 2
b

Ra#

ω­
b

Ra
θ
x
®W

x
, (8.16)

0¯∆W­cτ«(z) θ, (8.17)

0¯∆ω­ω
x

(8.18)

(with periodic horizontal conditions and homogeneous Dirichlet boundary conditions
at z¯ 0 and z¯ 1 for θ, w and W ) satisfy λ& 0 and the eigenfunction(s) corresponding
to λ¯ 0 must be orthogonal to τ§. The orthogonality of the null-space condition turns
out to be automatically satisfied: with λ¯ 0 the horizontally Fourier transformed
version of equations (8.15)–(8.18) are

0¯®2(c®1) (D#®k#) θ
k
®ik

b

Ra
ω
k
­cτ«(z)w

k
, (8.19)

0¯ 2
b

Ra#

ω
k
­ik

b

Ra
θ®ikW

k
, (8.20)

0¯ (D#®k#)W
k
­cτ«(z) θ

k
, (8.21)

0¯ (D#®k#)w
k
­ikω

k
. (8.22)

The eigenfunctions will be orthogonal to τ§(z) (actually orthogonal to any function of
z alone) if k1 0, and it is easy to see that this is necessarily so for any null
eigenfunction. This is because if k¯ 0, then equation (8.22) and the w

k
boundary

conditions force w
k
¯ 0, and then equation (8.19) and the θ

k
boundary conditions force

θ
k
¯ 0 and equation (8.20) forces ω

k
¯ 0.

Hence the non-negativity of the spectrum of the operator and boundary conditions
in equations (8.15)–(8.18) (or equivalently, of the quadratic part of Gτ) is sufficient for
the validity of the bound in (8.14). Again, this non-negative definite requirement is
analogous to a ‘marginal stability ’ criterion.

Now we switch the new parameter from c (1! c!¢) to

a¯
c®1

c
(0! a! 1). (8.23)
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The variational bound for arbitrary Prandtl–Darcy number in two dimensions is

Nu®1% inf

!
!a!

"

inf
τ(!)="

; τ(")=!

( 1

4a(1®a)&
"

!

(τ«(z)­1)#dz rQ(a,b)
τ & 0* , (8.24)

where for any 0! a! 1 and b" 0,

Q(a,b)
τ ²θ,ω´3

1

Λ
x

& (ar¡θr#­
b

cRa#

ω#­
b

cRa
ωθ

x
­τ«wθ*dxdz (8.25)

is defined for functions θ(x) satisfying θ(x, y, 0)¯ 0¯ θ(x, y, 1), with

®∆w¯ω
x

(8.26)

and boundary conditions w(x, 0)¯ 0¯w(x, 1).
In order to recover the variational bounds derived in §7, it is sufficient to strengthen

the constraint Q(a,b)
τ & 0 to reproduce the same variational problem as that solved

in §7.
In terms of Fourier transformed variables, (®D#­k#)w

k
¯ ikω

k
, and

Q(a,b)
τ ¯3

k

&"

!

(arDθ
k
r#­ak#rθ

k
r#­

b

cRa#

1

k#

r(®D#­k#)w
k
r#

®
b

cRa
[(®D#­k#)w

k
] θ$

k
­τ«w$
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Note then that
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so
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Now choose b¯ 2ac¯ 2(c®1)" 0 to find
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Recall equations (7.4) and (7.5) :
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Hence, using ψ(z)¯ [a(1®a)]−"/# (τ«(z)­1), we deduce that Q(a,#ac)
τ &3k Jψ²θk,ωk´,

where

Jψ²θk,wk´¯&"

!

arDθkr#­
4a

Ra#

rDwkr#­(2[a(1®a)]"/#ψ(z)®1)Re[w$k θk]´dz. (8.32)

Observe that if the quadratic form Jψ²θ,w´& 0 for all θ(z) and w(z) satisfying
homogeneous Dirichlet conditions at z¯ 0 and z¯ 1, then Q(a,#ac)

τ & 0 and the
calculation proceeds from this point precisely as from equation (7.7) onward. We
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conclude that the ‘semi-optimal ’ bounds in equations (7.19)–(7.24) are valid for the
arbitrary Prandtl–Darcy number problem in two spatial dimensions. We remark that
these bounds are not truly optimal in the sense that we have optimized an over-
constrained problem. Better bounds would follow from optimization with the
constraint Q(a,b)

τ & 0 followed by optimization over a and b.

9. Conclusion

In figure 7 we plot the lower envelope of the ‘semi-optimal ’ bounds in equations
(7.19)–(7.22) along with experimental data of Buretta (1972) and Elder (1967). As is
evident, this upper bound is in striking accord with these experimental measurements
of the heat transport. We have not analytically minimized the semi-optimal a-stable
bounds over the parameter a ` (0, 1) for all values of Ra, but we have done so for
limiting cases. The bounds are minimized for Ra! 4π# by choosing τ(z)¯ 1®z and
a¯ 1. The best upper bound in figure 7 bifurcates from the conduction value Nu¯ 1
exactly at the critical value Ra

c
¯ 4π#. Immediately above onset the bound is optimized

by aC 4π#}Ra yielding Nu% 1­(1}2π#) (Ra®4π#) which agrees precisely with the
asymptotic weakly nonlinear stability prediction. The optimal value of a decreases
monotonically from 1 to a¯ #

$
for further increasing Ra, yielding Nu% *

#&'
RaE 0.035

Ra as RaU¢. Elder fit his highest Ra Howard–Malkus–Kolmogorov–Spiegel scaling
data to NuE 0.025Ra so the bound is only about 40% above the experimental data.

Also plotted in figure 7 – and falling directly on top of the envelope of the curves
from our equations (7.19)–(7.22) – is the curve for Busse & Joseph’s (1972) ‘single
wavenumber’ bound for the arbitrary Prandtl–Darcy number problem from equations
(4.11) and (4.12) in their paper, a bound they proved valid for Ra! 113 only. The
Euler–Lagrange equations for their more general problem, derived via Howard’s
method for statistically stationary flows, are for a limited range of Ra of the same form
as those for the modified variational problem in §7 of this paper. Their bound is only
valid for Ra! 113 because, in the language of this paper, their optimal profile has a
non-degenerate ground state only for Ra! 113; above that its ground state is multiply
degenerate and the optimal solution solves different Euler–Lagrange equations
equations.

The results in this paper have now established that the formula in equations (4.11)
and (4.12) of Busse & Joseph’s (1972) paper is indeed a rigorous upper bound for all
Ra for the infinite Prandtl–Darcy number problem in three dimensions, and for
arbitrary Prandtl–Darcy numbers in two dimensions. Conveniently, this formula was
plotted along with an even larger collection of experimental data by Lister (1990) in
figure 2 of his paper, further showing the consistency and precision of the bound for
a variety of experimental situations. (Lister’s plot also neatly displays the inevitable
breakdown of the model at high Ra depending on the pore length scale in the various
experiments.)

Gupta & Joseph (1972) considered the infinite Prandtl–Darcy number problem in
the context of Howard’s method for statistically stationary flows. They derived
Euler–Lagrange equations of the same mathematical form as the optimal profile
problem derived in §6 of this paper (there is no parameter a in that theory). They solved
the equations numerically for a limited range of Ra finding a bifurcation from ‘single
wavenumber’ (non-degenerate ground state, in our language) solutions to ‘multiple
wavenumber’ (degenerate ground state, to us) solutions. For Ra! 500, their
numerically computed optimal bounds are in exceptionally sharp agreement with
Buretta’s (1972) data. Although we have not solved the truly optimal background
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F 7. Rigorous upper bound plotted along with experimental data (see caption to figure 3).
The solid curve is the lower envelope of the curves in figure 6 for all a ` (0, 1).

profile equations from §6, we might expect similar results from this approach. Gupta
& Joseph could not access the RaU¢ asymptotic regime rigorously, but an
approximate analysis using Busse’s (1978) multiple boundary layer theory yielded
NuCRa scaling with a prefactor (E 0.016) which falls below Elder’s (1967) highest-Ra
‘granular material ’ experimental data that displayed Howard–Malkus–Kolmo-
gorov–Spiegel scaling. (For porous media made up of larger glass beads – and hence
larger pore scales – Elder did not observe the NuCRa" scaling at the highest Ra, but
rather NuCRaβ with a smaller exponent β as expected from the breakdown of Darcy’s
Law in the model analysed here.) It remains to be seen if a truly optional rigorous
analysis of the problem at hand via the background method will produce such a smaller
prefactor.

We have established a number of new results in this paper. First, we have produced
a uniformly valid rigorous upper bound on the heat transport which agrees
quantitatively with the predictions of linear, nonlinear, and weakly nonlinear stability
theory. Secondly, the ‘ turbulent ’ RaU¢ limit is rigorously described by the scaling
expected from the physically appealing albeit heuristic marginally stable boundary
layer argument, and even the prefactor is in reasonable agreement with experimental
data. Thirdly, we have developed a fundamental mathematical connection between
(nonlinear) hydrodynamic stability theory and the analysis of turbulent dynamics, the
antithesis of stability. In this way we have rigorously realized some of the intuition
embodied in the marginally stable boundary layer argument, producing relatively
sharp and experimentally relevant estimates of the nonlinear heat transport.
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with a copy of Buretta’s (1972) thesis. We are grateful to S. Grossmann, M. Holthaus,
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